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ABSTRACT
Ridge regression (RR) estimator has been introduced as an alternative to the ordinary least squares estimator (OLS) in the presence of multicollinearity. In the ridge regression analysis, the estimation of ridge parameter \( k \) is an important problem. Several algorithms for the ridge parameter have been proposed in the literature. In this paper, a new method for estimating ridge parameter is suggested to solve multicollinearity problem. The investigation of the performance of the proposed estimator has been carried out using Monte Carlo simulations. The results indicate that under certain conditions, the proposed estimator performs better than other well-known estimators.
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1. INTRODUCTION
The concept of multicollinearity was first introduced by Frisch (1934) (Al-Somahi, A.A., S. Mousa and L.I. Al-turk, 2015), which defines as the existence of nearly linear dependency among the independent variables in a multiple regression model (EL-Habil, A.M. 2012). Multicollinearity can cause serious problem in estimation and prediction, increasing the variance of least squares of the regression coefficients and tending to produce least squares estimates that are too large in absolute value (EL-Habil, A.M. 2012). In this case, the ordinary least squares (OLS) estimator is unsatisfactory due to their large variance (Al-turk, L.I., 2015), to circumvent such problem, alternative methods are available in the literature; one of them is called the ridge regression (RR) that first proposed by Hoerl and Kennard(1970) (A.V. and D.N. Kashid). The main interest in this approach is to find the ridge parameter that reduces variance or mean square error. Several methods for estimating the ridge parameter have been proposed by many researchers. To mention a few (Hoerl and Kennard, 1970a; Hoerl et al., 1975; Lawless and Wang, 1976; Hocking et al., 1976; Schaefer, R., L. Roi and R. Wolfe, 1984; Kibria, 2003; Khalaf and Shukur, 2005; Alkhmisi and Shukur, 2007; Dorugade and Kashid, 2010; Khalaf, et al., 2012; Dorugade, 2014).

Because multicollinearity is a serious problem. So it is very important to find a better method to deal with this problem. Therefore, the main aim of this paper is to proposed new method for estimating ridge parameter to solve multicollinearity and yields to minimum MSE. A simulation study evaluates the performance of the proposed estimators based on the Mean Squared Error (MSE) criterion and indicates that, under certain conditions, the proposed estimators perform well compared to the OLS estimator and well-known estimator reviewed.

The rest of the paper is organized as follows: Section 2 discusses the methodology. Section 3 describes the Monte Carlo simulation. The results are discussed in Section 4 and finally the conclusions are summed up.

2. METHODOLOGY
The main aim of this paper is to suggest a new method for choosing the ridge parameter \( k \), so this section starts by defining the ridge regression, then the different methods of estimating the ridge parameter \( k \) have been presented. Finally, the proposed estimators has been proposed.

2.1 The Ridge Parameter
The general linear regression model can be expressed as:

\[ Y = X\beta + e \]  

(1)

Where \( Y \) is an \( n \times 1 \) vector of observed values of the dependent variable, \( X \) is an \( n \times p \) matrix of the non-stochastic values of the explanatory variables, \( \beta \) is a \( p \times 1 \) vector of the coefficient to be estimated, and \( e \) is an \( n \times 1 \) vector of random errors, assumed to be distributed \( N(0, \sigma^2 I_n) \) (Lin, K. and J. Kmenta, 1982), \( I_n \) is a identity matrix of order \( n \).

The most common estimator for \( \beta \) is the ordinary least squares estimator (OLS) by finding the parameter values which minimize the sum of squared residuals, given by (Lin, K. and J. Kmenta, 1982; Dorugade, A. V. ,2014)
\[ \hat{\beta} = (X'X)^{-1}X'Y \]  
\( \hat{\beta} \) is an unbiased estimator of \( \beta \). Let \( \lambda_1, \lambda_2, \ldots, \lambda_p \) denotes the eigenvalues of \( X'X \). The mean squared error (MSE) of the components of \( \hat{\beta} \) is given by (Yazid, M. H., 2010):
\[
MSE(\hat{\beta}) = E(\hat{\beta} - \beta)'(\hat{\beta} - \beta) = \sigma^2 \sum_{i=1}^{p} \frac{1}{\lambda_i}
\]

Suppose, there exists an orthogonal matrix \( D \) such that \( D'CD = \Lambda \), where \( \Lambda \) = diagonal \( (\lambda_1, \lambda_2, \ldots, \lambda_p) \) are the eigenvalues of the matrix \( C = X'X \). The orthogonal (canonical form) version of the multiple regression eq.(1) is (Muniz, G., B. M. Kibria, K. Mansson and G. Shukur, 2012):
\[ Y = X'\alpha + e \]

Where \( X' = XD \) and \( \alpha = D'\beta \). In case the matrix \( X'X \) is ill-conditioned, however (in the sense of there is a near-linear dependence among the columns of the matrix) the OLS estimator of \( \beta \) has a large variance, and multicollinearity is said to be present. Ridge regression replaces \( \beta \) with \( \beta_k \) (k > 0). Then the generalized ridge regression estimator of \( \alpha \) are given as follows:
\[
\hat{\alpha}(k) = (X'X + kI)^{-1}X'Y
\]

Where \( k = \text{diag}(k_1, k_2, \ldots, k_p) \), \( k_i > 0 \) and \( \hat{\alpha}(k) \) is the ordinary least squares estimates of \( \alpha \). When \( k = 0 \), the linear regression estimate is given by (2), and when \( k = 1 \), \( \hat{\alpha}(k) = 0 \), it follows from Hoerl and Kennard (1970) that the value of \( k \) which minimizes the MSE(\( \hat{\alpha}(k) \)), where:
\[
MSE(\hat{\alpha}(k)) = \sigma^2 \sum_{i=1}^{p} \frac{\lambda_i}{(\lambda_i + k_i)^2} + \hat{k}^2 \sum_{i=1}^{p} \frac{\alpha_i^2}{(\lambda_i + k_i)^2}
\]

When:
\[
k_i = \frac{\sigma^2}{\hat{\alpha}_i^2}
\]

Where \( \sigma^2 \) represents the error variance of model(1), \( \hat{\alpha}_i \) is the \( i^{th} \) element of \( \hat{\alpha} \) (Kibria, B. M., 2003; Muniz, G., B. M. Kibria, K. Mansson and G. Shukur, 2012; Hoerl, A. E. and R. W. Kennard, 1970). Hoerl and Kennard (1970) suggested to replace \( \beta \) and \( \alpha \) by their corresponding unbiased estimators, That is:
\[
\hat{k} = \frac{\hat{\sigma}^2}{\hat{\alpha}_i}
\]

Where \( \hat{\sigma}^2 = \frac{\sum e_i^2}{n-p} \) is the residual mean square estimate, which is an unbiased estimator of \( \sigma^2 \) and \( \hat{\alpha}_i \) is the \( i^{th} \) element of \( \hat{\alpha} \), which is an unbiased estimator of \( \alpha \).

2.2 Methods for estimating ridge parameter
Several methods for estimating \( k \) have been proposed in the literature, some of the well-known methods are listed below.
\[
\hat{k}_{HK} = \frac{\hat{\sigma}^2}{\hat{\alpha}_{max}^2}
\]
Where \( \hat{\alpha}_{max} \) is the maximum element of \( \hat{\alpha} \) when \( \sigma^2 \) and \( \hat{\sigma} \) are known then \( \hat{k}_{HK} \) will give smaller MSE than the OLS.
2- Hoerl et al. (1975), proposed a different estimator of \( k \) by taking the harmonic mean of \( \hat{k}_i \). That is:
\[
\hat{k}_{HKB} = \frac{p\hat{\sigma}^2}{\sum_{i=1}^{p} \hat{\alpha}_i^2} = \frac{p\hat{\sigma}^2}{\hat{\alpha}'\hat{\alpha}}
\]
3- Lawless & Wang method (1976) proposed the following estimator:
\[
\hat{k}_{LW} = \frac{p\hat{\sigma}^2}{\sum_{i=1}^{p} \lambda_i \hat{\alpha}_i^2}
\]
4- Hocking, Speed and Lynn (1976) suggested the following estimator for \( k \):
\[
\hat{k}_{HSL} = \frac{\hat{\sigma}^2 \sum_{i=1}^{p} (\lambda_i \hat{\alpha}_i)^2}{(\sum_{i=1}^{p} \lambda_i \hat{\alpha}_i^2)^2}
\]
5- Schaefer, R., Roi, L. and Wolfe, R. (1984) proposed the following estimator:
6- Kibria(2003). proposed some estimator of $k$ based on the generalized ridge regression. They are as follows:

- by using the arithmetic mean of $\hat{k}_i$, which produces the following estimator:
  $$\hat{k}_{AM} = \frac{1}{p} \sum_{i=1}^{p} \frac{\hat{\sigma}^2}{\hat{a}_i^2}$$  \hspace{1cm} (14)

- by using the geometric mean of $\hat{k}_i$, which produces the following estimator:
  $$\hat{k}_{GM} = \left( \prod_{i=1}^{p} \frac{\hat{\sigma}^2}{\hat{a}_i^2} \right)^{\frac{1}{p}}$$  \hspace{1cm} (15)

- by using the median of $\hat{k}_i$, which produces the following estimator for $p \geq 3$.
  $$\hat{k}_{MED} = \text{Median} \left( \frac{\hat{\sigma}^2}{\hat{a}_i^2} \right), i = 1,2,3, ..., p$$  \hspace{1cm} (16)

7- Khalaf and Shukur (2005) suggested a new approach for choosing the ridge parameter $k$ as:
  $$\hat{k}_K = \frac{(\lambda_{\max})\hat{\sigma}^2}{(n-p-1)\hat{\sigma}^2 + \lambda_{\max}(\hat{\sigma}^2)^2}$$  \hspace{1cm} (17)

Where $\lambda_{\max}$ is the maximum eigenvalue of the matrix $XX'$

8- Alkhamisi, M., and G. Shukur. (2007) suggested a new approach for choosing the ridge parameter $k$ as:
  $$\hat{k}_A = \max \left( \frac{\hat{\sigma}^2}{\hat{a}_i^2} + \frac{1}{\lambda_i} \right), i = 1,2, ..., p$$  \hspace{1cm} (18)

where $VIF_i = \frac{1}{1-\hat{b}_j^2}$, $j=1,2,...,p$ is variance inflation factor of $j$th regressor.

9- Dorugade, A. V. (2014) suggested a new approach for choosing the ridge parameter $k$ as:
  $$\hat{k}_d = \frac{\hat{\sigma}^2}{\min \left( \frac{\hat{\sigma}^2}{\hat{a}_i^2} + \frac{1}{\lambda_i} \right)}, i = 1,2, ..., p$$  \hspace{1cm} (19)

### 2.3 The Proposed Estimator

In this section, a new estimator called as $\hat{k}_{KSLW}$ will be proposed, the method is considered a modification of two others ridge parameters proposed, the $\hat{k}_{KSLW}$ is a modification of the ridge parameter, which is suggested by Lawless & Wang (1976) eq.(11) and Khalaf and Shukur (2005) eq.(17)

The main goal is to give new estimators with smaller MSE value compared with other previously ridge estimators. The modified ridge parameters is given by the following formulas:

$$\hat{k}_{KSLW} = \left( \frac{(\lambda_{\max})\hat{\sigma}^2}{(n-p-1)\hat{\sigma}^2 + \lambda_{\max}(\hat{\sigma}^2)^2} \right)^p / \sum_{i=1}^{p} \frac{\hat{\sigma}^2}{\hat{a}_i^2} \lambda_i$$  \hspace{1cm} (20)

Where: $p$ is the number of explanatory variables in the model.

### 3. Simulation Study

The main aim of this paper is to propose a new method for estimating the ridge parameter $k$. A Monte Carlo comparison will be made using the MSE criterion to compare the performances of the proposed estimator with the OLS estimator and the well known estimator reviewed. A simulation study has been conducted using R Program.

The simulation procedure suggested by McDonald and Galarneau (1975), Gibbons (1981) and Kibria (2003) was used to generate the explanatory variables(Kibria, B. M.,2003):

$$x_{ij} = (1 - y^2)^{1/2} z_{ij} + \gamma z_{ij}, i = 1,2, ..., n, j = 1,2, ..., p$$  \hspace{1cm} (21)

where $z_{ij}$ are independent standard normal pseudo-random numbers, $\gamma$ is specified so that the correlation between any two explanatory variables is given by $\gamma^2$, and $p$ is the number of explanatory variables.

The $n$ observations for the dependent variable $y$ are determined by:

$$y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \cdots + \beta_p x_{ip} + \epsilon_i \hspace{1cm} i = 1,2, ..., n$$  \hspace{1cm} (22)

Where $\epsilon_i$ are independent normal $(0, \sigma^2)$ pseudo-numbers and $\beta_0$ is taken to be identically zero.

Four different sets of correlation are considered corresponding to $\gamma = 0.7, 0.8, 0.9$ and $0.99$, the other factors varied were sample size $(n)$ and the number of explanatory variables $(p)$. Models consisting of 30,50,100 and 200 observations with 2,3,4 and 5 explanatory variables, the experiment is repeated 1000 times and obtains the average MSE (AMSE) Using eq.(3) for OLS estimator and eq.(6) for ridge estimator.
4. The Results
In this section, the results from our Monte Carlo study are presented in Tables 1–4. Those Tables show the effects of changing p, n, and γ on the performance of (OLS) (̂k_{KSLW} ), and other ridge estimators. According to the simulation study, many conclusion can be drawn on the performance of the (̂k_{KSLW} ) and different ridge estimators. These conclusions can be summarized as follows:
1-the performance of the proposed ridge parameter(̂k_{KSLW} ) is much better than other ridge parameters for all combinations of numbers of predictors (p), correlation between predictors(γ) and sample size (n)used in this simulation study.
2- When the sample size increases, the AMSE decreases for the (̂k_{KSLW} ) for all combinations of (p) and (γ) which indicate that increasing the sample size (n) enhance the performance of the estimator (̂k_{KSLW} )
3- The high degree of correlation γ =0.99 causes the average AMSEs to be increased for all the estimators.

CONCLUSION
Several procedures for constructing ridge estimators have been proposed in the literature. In this paper, new method to obtain an estimator of the ridge parameter k is suggested. The performance of the proposed ridge parameter was evaluated and compared with OLS estimator and the well-known ridge estimators through the Monte Carlo simulation, for different combinations of correlation among the explanatory variables, the number of explanatory variables and sample size. For each combination, 1000 replications have been done. The results from the simulation study show that The performance of the new proposed ridge estimators based on AMSE criteria is shown to be better than the previously suggested ridge estimators for all different situations.
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Table 1: Simulated AMSE of for different γ and n with p=2

<table>
<thead>
<tr>
<th>n</th>
<th>γ</th>
<th>k_{OLS}</th>
<th>k_{HK}</th>
<th>k_{HPP}</th>
<th>k_{AM}</th>
<th>k_{EB}</th>
<th>k_{IV}</th>
<th>k_{HLM}</th>
<th>k_{AM}</th>
<th>k_{MED}</th>
<th>k_{LS}</th>
<th>k_{AS}</th>
<th>k_{TV}</th>
<th>k_{CIVV}</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.7</td>
<td>0.0266</td>
<td>0.0006</td>
<td>0.0017</td>
<td>0.0006</td>
<td>0.2560</td>
<td>0.0123</td>
<td>0.0078</td>
<td>0.0014</td>
<td>0.0006</td>
<td>0.0004</td>
<td>0.2687</td>
<td>0.0080</td>
<td>0.0003</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0298</td>
<td>0.0005</td>
<td>0.0016</td>
<td>0.0006</td>
<td>0.2216</td>
<td>0.0107</td>
<td>0.0021</td>
<td>0.0017</td>
<td>0.0005</td>
<td>0.0004</td>
<td>0.3089</td>
<td>0.0079</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.0427</td>
<td>0.0008</td>
<td>0.0024</td>
<td>0.0016</td>
<td>0.1871</td>
<td>0.0113</td>
<td>0.0011</td>
<td>0.0032</td>
<td>0.0008</td>
<td>0.0006</td>
<td>0.3921</td>
<td>0.0079</td>
<td>0.0003</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>0.2994</td>
<td>0.0129</td>
<td>0.0231</td>
<td>0.3942</td>
<td>0.1731</td>
<td>0.0446</td>
<td>0.0204</td>
<td>0.0282</td>
<td>0.0207</td>
<td>0.0101</td>
<td>0.7222</td>
<td>0.0079</td>
<td>0.0023</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.7</td>
<td>0.0144</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.1480</td>
<td>0.0002</td>
<td>0.0043</td>
<td>0.0004</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.2644</td>
<td>0.0079</td>
<td>0.0009</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0152</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.1354</td>
<td>0.0001</td>
<td>0.0008</td>
<td>0.0004</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.3023</td>
<td>0.0079</td>
<td>0.00087</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.0206</td>
<td>0.00016</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.1207</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.0007</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.3966</td>
<td>0.0079</td>
<td>0.00107</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>0.1337</td>
<td>0.0029</td>
<td>0.0027</td>
<td>0.1145</td>
<td>0.1180</td>
<td>0.0031</td>
<td>0.0031</td>
<td>0.00099</td>
<td>0.0031</td>
<td>0.00022</td>
<td>0.6995</td>
<td>0.0079</td>
<td>0.0016</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.7</td>
<td>0.0065</td>
<td>0.00004</td>
<td>0.0001</td>
<td>0.0003</td>
<td>0.1490</td>
<td>0.00004</td>
<td>0.0025</td>
<td>0.00008</td>
<td>0.00003</td>
<td>0.0002</td>
<td>0.2652</td>
<td>0.0079</td>
<td>0.00019</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0067</td>
<td>0.00002</td>
<td>0.00008</td>
<td>0.00003</td>
<td>0.1344</td>
<td>0.00002</td>
<td>0.0003</td>
<td>0.00008</td>
<td>0.00002</td>
<td>0.00002</td>
<td>0.3029</td>
<td>0.00793</td>
<td>0.00017</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.0087</td>
<td>0.00002</td>
<td>0.00009</td>
<td>0.00004</td>
<td>0.1184</td>
<td>0.00002</td>
<td>0.00004</td>
<td>0.000012</td>
<td>0.00002</td>
<td>0.00002</td>
<td>0.3946</td>
<td>0.00793</td>
<td>0.00018</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>0.0476</td>
<td>0.00033</td>
<td>0.00130</td>
<td>0.00082</td>
<td>0.1089</td>
<td>0.00038</td>
<td>0.00038</td>
<td>0.0021</td>
<td>0.00034</td>
<td>0.00027</td>
<td>0.6680</td>
<td>0.00799</td>
<td>0.00022</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.7</td>
<td>0.0031</td>
<td>0.000007</td>
<td>0.000002</td>
<td>0.000008</td>
<td>0.1487</td>
<td>0.000009</td>
<td>0.0018</td>
<td>0.00002</td>
<td>0.000007</td>
<td>0.000006</td>
<td>0.2649</td>
<td>0.0079</td>
<td>0.00004</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0031</td>
<td>0.000005</td>
<td>0.000018</td>
<td>0.000007</td>
<td>0.1341</td>
<td>0.000006</td>
<td>0.00021</td>
<td>0.00001</td>
<td>0.000005</td>
<td>0.000004</td>
<td>0.30375</td>
<td>0.00792</td>
<td>0.00003</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.0038</td>
<td>0.000045</td>
<td>0.000017</td>
<td>0.000008</td>
<td>0.1189</td>
<td>0.000004</td>
<td>0.00001</td>
<td>0.000002</td>
<td>0.000004</td>
<td>0.000004</td>
<td>0.39627</td>
<td>0.00792</td>
<td>0.00003</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>0.0183</td>
<td>0.00003</td>
<td>0.00002</td>
<td>0.00001</td>
<td>0.1070</td>
<td>0.000004</td>
<td>0.00004</td>
<td>0.000014</td>
<td>0.000004</td>
<td>0.000003</td>
<td>0.66625</td>
<td>0.0079</td>
<td>0.000029</td>
<td></td>
</tr>
</tbody>
</table>
### Table 2: Simulated AMSE of for different $\gamma$ and $n$ with $p=3$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\gamma$</th>
<th>$k_{OLS}$</th>
<th>$k_{UK}$</th>
<th>$k_{HK}$</th>
<th>$k_{AM}$</th>
<th>$k_{ESBW}$</th>
<th>$k_{HSL}$</th>
<th>$k_{GM}$</th>
<th>$k_{MED}$</th>
<th>$k_{KS}$</th>
<th>$k_{\hat{g}}$</th>
<th>$k_{ESLW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.7</td>
<td>0.05380</td>
<td>0.00073</td>
<td>0.00218</td>
<td>0.535114</td>
<td>0.08629</td>
<td>0.00102</td>
<td>0.00366</td>
<td>0.00620</td>
<td>0.5293</td>
<td>0.00060</td>
<td>0.00012</td>
</tr>
<tr>
<td>0.8</td>
<td>0.03077</td>
<td>0.00134</td>
<td>0.0134</td>
<td>0.06025</td>
<td>0.02769</td>
<td>0.00216</td>
<td>0.00405</td>
<td>0.00756</td>
<td>0.00290</td>
<td>0.0017</td>
<td>0.00029</td>
<td>0.00014</td>
</tr>
<tr>
<td>0.9</td>
<td>0.05352</td>
<td>0.0134</td>
<td>0.0074</td>
<td>0.05786</td>
<td>0.00274</td>
<td>0.00356</td>
<td>0.00717</td>
<td>0.00324</td>
<td>0.0020</td>
<td>0.00012</td>
<td>0.00008</td>
<td>0.00005</td>
</tr>
<tr>
<td>0.7</td>
<td>0.00003</td>
<td>0.00218</td>
<td>0.0001</td>
<td>0.00269</td>
<td>0.00365</td>
<td>0.00003</td>
<td>0.00020</td>
<td>0.00014</td>
<td>0.00002</td>
<td>0.00008</td>
<td>0.00007</td>
<td>0.00007</td>
</tr>
</tbody>
</table>

### Table 3: Simulated AMSE of for different $\gamma$ and $n$ with $p=4$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\gamma$</th>
<th>$k_{OLS}$</th>
<th>$k_{UK}$</th>
<th>$k_{HK}$</th>
<th>$k_{AM}$</th>
<th>$k_{ESBW}$</th>
<th>$k_{HSL}$</th>
<th>$k_{GM}$</th>
<th>$k_{MED}$</th>
<th>$k_{KS}$</th>
<th>$k_{\hat{g}}$</th>
<th>$k_{ESLW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.7</td>
<td>0.05380</td>
<td>0.00073</td>
<td>0.00218</td>
<td>0.535114</td>
<td>0.08629</td>
<td>0.00102</td>
<td>0.00366</td>
<td>0.00620</td>
<td>0.5293</td>
<td>0.00060</td>
<td>0.00012</td>
</tr>
<tr>
<td>0.8</td>
<td>0.03077</td>
<td>0.00134</td>
<td>0.0134</td>
<td>0.06025</td>
<td>0.02769</td>
<td>0.00216</td>
<td>0.00405</td>
<td>0.00756</td>
<td>0.00290</td>
<td>0.0017</td>
<td>0.00029</td>
<td>0.00014</td>
</tr>
<tr>
<td>0.9</td>
<td>0.05352</td>
<td>0.0134</td>
<td>0.0074</td>
<td>0.05786</td>
<td>0.00274</td>
<td>0.00356</td>
<td>0.00717</td>
<td>0.00324</td>
<td>0.0020</td>
<td>0.00012</td>
<td>0.00008</td>
<td>0.00005</td>
</tr>
<tr>
<td>0.7</td>
<td>0.00003</td>
<td>0.00218</td>
<td>0.0001</td>
<td>0.00269</td>
<td>0.00365</td>
<td>0.00003</td>
<td>0.00020</td>
<td>0.00014</td>
<td>0.00002</td>
<td>0.00008</td>
<td>0.00007</td>
<td>0.00007</td>
</tr>
</tbody>
</table>

### Table 4: Simulated AMSE of for different $\gamma$ and $n$ with $p=5$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\gamma$</th>
<th>$k_{OLS}$</th>
<th>$k_{UK}$</th>
<th>$k_{HK}$</th>
<th>$k_{AM}$</th>
<th>$k_{ESBW}$</th>
<th>$k_{HSL}$</th>
<th>$k_{GM}$</th>
<th>$k_{MED}$</th>
<th>$k_{KS}$</th>
<th>$k_{\hat{g}}$</th>
<th>$k_{ESLW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.7</td>
<td>0.05380</td>
<td>0.00073</td>
<td>0.00218</td>
<td>0.535114</td>
<td>0.08629</td>
<td>0.00102</td>
<td>0.00366</td>
<td>0.00620</td>
<td>0.5293</td>
<td>0.00060</td>
<td>0.00012</td>
</tr>
<tr>
<td>0.8</td>
<td>0.03077</td>
<td>0.00134</td>
<td>0.0134</td>
<td>0.06025</td>
<td>0.02769</td>
<td>0.00216</td>
<td>0.00405</td>
<td>0.00756</td>
<td>0.00290</td>
<td>0.0017</td>
<td>0.00029</td>
<td>0.00014</td>
</tr>
<tr>
<td>0.9</td>
<td>0.05352</td>
<td>0.0134</td>
<td>0.0074</td>
<td>0.05786</td>
<td>0.00274</td>
<td>0.00356</td>
<td>0.00717</td>
<td>0.00324</td>
<td>0.0020</td>
<td>0.00012</td>
<td>0.00008</td>
<td>0.00005</td>
</tr>
<tr>
<td>0.7</td>
<td>0.00003</td>
<td>0.00218</td>
<td>0.0001</td>
<td>0.00269</td>
<td>0.00365</td>
<td>0.00003</td>
<td>0.00020</td>
<td>0.00014</td>
<td>0.00002</td>
<td>0.00008</td>
<td>0.00007</td>
<td>0.00007</td>
</tr>
</tbody>
</table>

---

The tables above show the simulated AMSE (Average Mean Squared Error) for different values of $\gamma$ and $n$ with $p=3$, $p=4$, and $p=5$. The columns represent different estimators and the values are for the AMSE at each combination of $\gamma$ and $n$.